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Abstract

A data warehouse is a straightforward definition of a database. Data mining technology
can be used to process mountains of data in databases to uncover new, fascinating, and useful
information.Clustering is an approach to data gathering. As one technique for grouping data into
clusters or groups, the K-Means Clustering Algorithm algorithm divides the data into those that
share the cluster's traits and those that don't. data into groups, and data into groups, so that
data into groups, and data into groups, so that data has the same traits is grouped in the same
cluster. Other clusters are formed from data and clusters with distinct properties. additional
categories. The knowledge/information gathered in the groups or clusters is helpful to policy
consumers in the decision-making process.mact of making decisions.
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1. Introduction

A large amount of data has been generated by the advancement of information technology,
which is now becoming more complex. enormous amounts of information [1]. What can be done
with all of that data will be a pressing question brought on by the explosion of data. To address
this query Data mining, a database technique, can be used to find the solution to this query [2].
You can use data mining to glean knowledge from a data set that cannot be manually
discovered, adding value to the data set. that has not previously been manually known [3].

Data mining employs a variety of approaches, clustering being one of them. Hierarchical
clustering and non-hierarchical clustering are the two types of clustering techniques used in data
grouping [4]. The data are divided into one or more clusters using the non-hierarchical data
clustering approach known as K-means clustering . data is organized into groups or clusters,
with similar features being put together into one cluster and differing attributes being sorted into
various groups. Users of policies can use the groupings or clusters of knowledge/information to
help them make decisions. decision-makers should involve policy users [5], [6].

2. Research Method

Mind Mapping/Concept Mapping

The bottom-level directive's purpose is to make it easier for us to understand the subject
matter that is covered in this matrix [7]. As an example, consider the following macrocosmic
principle:
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Knowledge Discovery in Database (KDD)

Data mining is a term that refers to the process of extracting knowledge from databases
(KDD), which is also known as large-scale knowledge discovery [8]. It is frequently referred to
as "data mining" to extract useful information from huge amounts of data. KDD is a systematic
method for extracting relevant patterns from vast and complicated data sets that are useful and
understandable. The KDD method' primary component is data mining, which uses inferring
algorithms to sift through data, create models, and spot patterns that weren't there before.
known. These models are employed to evaluate, predict, and comprehend occurrences from
the data [9][10], [11]. Figure 2 below provides an illustration of the Knowledge Discovery in
Databases (KDD) process:
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Figure 2. Knowledge Discovery Process in the Database

2.2 Literature Review

By rearranging data objects into a collection of connected classes, or clusters, Madhu
Yedha defines clustering [12], [13]. Unsupervised classification example. Data items are
categorized via a process called classification. Because the clustering is unsupervised, it is not
reliant on training or class norms.

Deka asserts that one data mining approach used to obtain groups of items is clustering.
if the data is vast enough, find groupings of items that share attributes.traits in sufficient amounts
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of data. The clustering method's major objective is to organize various data or objects into
clusters or groups so that each cluster will have data that is similar to the data in the other
clusters.There will be as much similarity as possible among the data in the cluster [14].
Clustering is a type of unsupervised learning strategy since it groups data based on similarities
between items.as a strategy for unsupervised learning [15]. Hierarchical clustering and non-
hierarchical clustering are two ways that clustering might be divided, in Oyelade's opinion.

A method for grouping two or more related objects together is the first step in the
hierarchical clustering approach for data clustering [16]. the closest similarity between two or
more things is grouped. Once another object has a second proximity, the procedure moves on
to it. Continue in this manner until the cluster resembles a tree with a distinct hierarchy (level)
between objects, starting with the closest match and moving down to the second [17], [18]. order
of similarity between items, from most to least. Everything will eventually group together into a
single cluster, according to logic [19]. The hierarchical approach is typically made clearer via
dendrograms.

Unlike the hierarchical clustering approach, which begins by deciding on the desired
number of groups, the non-hierarchical clustering method actually does the opposite (two
clusters, three clusters, or so on) [20], [21]. The clustering procedure is carried out without using
a hierarchical structure after the number of clusters is known. K-Means Clustering is the name
given to this technique[22], [23].

3. Findings
3.1 Problem

Algoritma K-means Clustering

A non-hierarchical cluster analysis technique called K-means clustering aims to divide
existing items into one or more clusters. aims to combine objects with similar qualities together
into one or more clusters or groups of objects, in order to achieve the goal of grouping similar
objects together. Clusters are formed from things with similar properties and sub-clusters from
objects with differing characteristics. are categorized into additional groups according to their
different traits.

Table 1. Student data

No Name Department Hometown IPK
1 Ade firdaus Sl Jakarta 3,16
2 Husnul Khotimah SK Semarang 3,22
3 Ahmad Fahrizki TI Bekasi 3,29
4 Seila Ananda BD Jakarta 2,83
5 Istianti Dewi MM Jakarta 3,15
6 Farhan Mustofa BD Banda Aceh 3,25
7 Adi Friandi BD Bogor 3,43
8 Putri Andini MM Bekasi 3,06
9 Deswita Putri TI Banda Aceh 3,36
10 Solihihudin SK Bandung 3,28

Data Transformation

The aforementioned data must be initialized before it can be processed with the k-
means clustering technique. The initialization of data in the form of numbers must be done for
items like hometown and major initially.

Table 2. Home City Region Data Initialization

Region Frequency Initials
Jakarta 84 1
Jawa Barat 82 2
Sumatera Utara 28 3
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Sulawesi 14 4

Jawa Timur 13 5

Sumatera Selatan 13 6

Bali 8 7

Kalimantan 1 8

Table 3. Department Data Initialization
Department abbreviation Frequency Initial
Sistem Informasi Sl 46 1
Sistem Komputer SK 37 2
Teknik Informatika Tl 35 3
Bisnis Digital BD 28 4
Multi Media MM 23 5
Industrial Engineering IE 20 6
Informasi Technology IT 18 7
Accounting ACC 12 8
International Relation IR 9 9
Public Relation PR 6 10
Visual Communication Design VCD 4 11
Electrical Engineering EE 2 12
Business Administration BA 1 13
Management, concentration in HRM 1 14
Human Resources Management

Management MGT 1 15

3.2 Research Implementation

Data processing
The K-Means Clustering technique can now be used to integrate all student data that
has been translated to angular format. There are multiple stages that must be followed in order
to divide the data into various clusters, including:
1. Decide how many clusters you want. Existing data for this study will be divided into
three groupings.
2. The initial center of each cluster should be identified. The initial focal point of this
investigation is As can be seen in table 2.4, each cluster's center point was chosen at
random and determined.

Table 4. Initial Center Point of Each Cluster

Center Point Name Department | Hometown | IPK
Originally
Cluster 1 Dally Teguh Sesario 9 3 2,94
Cluster 2 Hervina Juliana 1 1 3,18
Cluster 3 Pascal Muhammadi 1 2 3,15

3. Cluster every piece of data. Each piece of data is assigned into a cluster in this study
using the hard k-means approach, which places the data in the cluster with the closest
proximity to the point. each cluster's geographic centroid. Calculating the distance
between each data point and each cluster's center point is important to determine which
cluster is closest to the data. As an illustration, we will figure out how far the first
student's data are from the first cluster's center:

D(131)=,/(14—-9)*+ (1 —-3)*+ (316 —2,94)* _g 390
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From the above calculation results, it is found that the distance of the first student data
with the center of the first cluster is 5.390.
The distance of the first student data to the second cluster center:

D (12)=y(14- 1)+ (1 - 1%+ (3,16 —318)* = 13 000

From the above calculation results, it is found that the distance of the first student data
to the center of the second cluster is 13.
Distance of the first student data to the third cluster center:

D (D= A+-1)T+ (A - 2)" + (316 —3,15)' _ 13933

From the above calculation results, it is found that the distance of the first student data
with the center of the third cluster is 13.038.

Based on the results of the three calculations above, it can be concluded that the
distance of the first student data is the closest to cluster 1. data is closest to cluster 1,
so the first student data is put into cluster 1. The complete calculation results for the first
5 student data can be found in the following table calculation results for the first 5
student data can be seen in table 2.5.

Table 5. Example of Calculation Results of Each Data to Each Cluster

No Name Depart | Homet | IPK Distance to Distance
ment own C1 C2 C3 closest
to
Cluster
1 Ade firdaus 14 1 3,16 | 5,390 | 13,000 | 13,038 1
2 | Husnul Khotimah 1 5 3,22 | 8,251 | 4,000 3,001 3
3 Ahmad Fahrizki 4 2 3,29 | 5,111 | 3,164 3,003 3
4 Seila Ananda 2 1 3,83 | 7,281 | 1,059 1,450 2
5 Istianti Dewi 3 1 3,15 | 6,328 | 2,000 2,236 2
4. After all the data is placed into the closest cluster, then recalculate the new cluster
center based on the average of the members in the cluster center based on the average
of the members in the cluster.
5. After obtaining the new center point of each cluster, do it again from step three until the

center point of each cluster does not change anymore and there are no clusters. step
three until the center point of each cluster no longer changes and there is no more data
moving from one cluster to another. data moving from one cluster to another.

In this study, iteration of student data clustering occurred 7 times. In this 7th iteration,

the center point of each cluster has not changed and there is no more data moving from one
cluster to another. data moving from one cluster to another.

From the results of cluster 1, it can be seen that the characteristics of students in cluster

1 are dominated by students who come from Information Technology and Marketing majors.
Meanwhile, based on the city of origin, it is dominated by students who come from the Jakarta
and West Java, so it can be concluded that the average student in cluster 1 who comes from
the city of origin of DKI Jakarta and West Java majors in Information Technology and Marketing.
West Java majoring in Information Technology and Marketing.
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Table 6. Clustering Analysis Results

Cluster 1 Result

Cluster 2 Result

Cluster 3 Result

Cluster 1 consists of 70
people,
who come from majors
IT =19 people
MKT = 15 people
VCD = 12 people
HTM = 9 people
EE = 6 people
BA = 4 people
IR = 2 people
MGT = 1 person
IS = 1 person
HRM = 1 person

Cluster 2 consists of 132
people,
who came from activists
ACC = 39 people
IB = 30 people
BF = 22 people
PR = 21 people
IE = 20 people

Cluster 3 consists of 41
people,
who come from the

department:

PR = 14 people

ACC =7 people
IB =7 people
BF = 6 people
E-3 = 3 people

MKT = 3 people
Tl =1 people

And come from the Region:
DKI Jakarta = 30 people
West Java = 20 people

And came from the Region:

West Java = 62 people
DKI Jakarta = 54 people

And came from the Region:
Sulawesi = 12 people.
East Java = 11 people

South Sumatra =11
people
Bali = 7 people

North Sum
atra = 16 people

North Sumatra = 12 people
Sulawesi = 2 people
East Java = 2 people

South Sumatra = 2 people

Bali = 1 person
Kalimantan = 1 person
With an average GPA of 3.2

With an average GPA of 3.2 With an average GPA of With an average GPA of

3.25 3.31

Then, from the results of cluster 2 above, it can be seen that the characteristics of
students in cluster 2 are dominated by students who come from Accounting and Business
majors. International Business. Meanwhile, based on the city of origin, it is dominated by
students who Jakarta and West Java, so it can be concluded that the average student in cluster
2 who comes from the city of origin of DKI Jakarta and West Java. that the average student in
cluster 2 who comes from the hometown area of DKI Jakarta and West Java majors in
Information Technology. and West Java majored in Information Technology and Marketing.

Meanwhile, from the results of cluster 3 above, it can be seen that the characteristics of
students in cluster 3 are dominated by students who come from Public Relations, Accounting,
and Public Relations majors. and International Business. Meanwhile, based on the city of origin,
it is dominated by students who come from the cities of Sulawesi, East Java and South Sumatra,
so that it can be concluded that the average student in cluster 3 who comes from it can be
concluded that the average student in cluster 3 who comes from the city of Sulawesi, East Java
and South Sumatra major in Public Relations, Accounting and International Business.

4. Conclusion

A non-hierarchical cluster analysis technique called K-means clustering aims to divide
existing objects into one or more clusters or groups of objects. to organize or cluster existing
objects according to their properties. based on their traits, with the goal of grouping objects with
similar traits together into clusters. items with similar traits are placed in one cluster, whereas
objects with differing traits are grouped into multiple clusters. items with similar traits are placed
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into one cluster, whereas objects with differing traits are grouped into multiple clusters. When
employed in decision support, the resulting clusters may offer fresh and intriguing information.
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