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Abstract 

 
 Text mining is a rapidly growing field in computer science that is used to extract 

meaningful information from text data. This information can be used for various applications, 
such as categorizing research abstracts based on their content. This study focuses on the use 
of text mining techniques. The goal was to determine which algorithm was more accurate in 
categorizing the research abstracts. The results of the study indicated that the J48 algorithm 
outperformed the K-Means algorithm in terms of accuracy. This suggests that the J48 algorithm 
is a more effective method for categorizing research abstracts based on their content. 
Additionally, the findings provide insight into the use of text mining techniques for categorizing 
research abstracts in specific fields, such as computer science. Overall, the study demonstrates 
the potential of text mining techniques for analyzing and categorizing large volumes of text data. 
As the field of text mining continues to grow, it is likely that more applications will emerge, 
making it easier to extract valuable information from unstructured text data. The findings of this 
study can be used to improve the efficiency and accuracy of text mining techniques, particularly 
for categorizing research abstracts in specific fields. 

   
Keywords: Text Mining, K-Means Algorithm, J48 Algorithm, Classification Method, Research 
Abstracts 
 
1. Introduction 

Text mining is a new field that seeks to gather meaningful information from natural 
language text [1]. Text mining is different from accessing information. The main purpose of 
accessing information is to find text that suits your needs [2]. While the purpose of text mining 
is to find or obtain hidden information or new patterns from unstructured data [3]. Text mining 
has several algorithms, including K-Means and J48. The K-Means algorithm is an unsupervised 
classification method that divides data items into one or more clusters [4]. Unlike the J48 
algorithm, this algorithm is a supervised algorithm that modifies the C4.5 algorithm which is one 
of the models of the decision tree algorithm. The K-Means algorithm is considered quite efficient 
[5] and the J48 algorithm has a fairly high accuracy [6]. The K-Means algorithm and the J48 
algorithm in this study were used to classify student research abstracts. In this study, the 
classification of student abstract text is limited to the Faculty of Science and Technology, 
University of Raharja. This is done to provide information about the current state of research. 
This is because the abstract contains a brief statement about the method, results, and prospects 
of the research conducted [7]. The classification of abstract text is based on the object of 
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research, namely Software Engineering, Business Intelligence, System Architecture, and 
Information System. 
 
2. Research Method 
 The data mining procedure is divided into six stages. The six stages are document 
collection, text pre-processing, text transformation, attribute selection, data mining, and 
interpretation. Figure 1 shows these stages. 

 
Figure 1. Text Mining Stages 

 

The flow of this research includes a review of the literature, data collection, data 
analysis, and conclusions. For data analysis in this study, Weka software is used. The analysis 
begins with preparing research abstracts as research data, saving data in csv format, converting 
data into arff format, using data in arff format to be analyzed by WEKA, using modules with K-
Means and J48 algorithms, and comparing the analysis results. The abstracts used in this study 
were written by students at the University of Raharja's Faculty of Science and Technology. 
 
2.1 Algorithms 

The K-Means algorithm has the following steps: 
1. Determine the number of clusters. 
2. Allocate objects into clusters randomly. 
3. Calculating the centroid/average of the data in each cluster. 
4. Allocate each data to the nearest centroid. 
5. Return to step 3, if there is data that moves clusters or changes the centroid value, 

some are above the threshold value or changes in the value of the objective function 
used above the threshold value [4]. 

 
The J48 algorithm is a variant of the C4.5 algorithm, which is based on the ID3 

algorithm. The ID3 algorithm works by constructing a tree with initial branching based on 
attributes that best partition objects into appropriate classes. The abstract class of IT is divided 
into three branches, each of which only includes abstract Business Intelligence, abstract 
Software Engineering, and abstract Information System. 
 
3. Findings 

This study relied on 42 abstracts from the Faculty of Science and Technology's 2018 
and 2019 classes. The data is then converted to csv format using Microsoft Excel. WEKA 
recognizes the csv format data as primary data. Following that, the data is converted to arff 
format. After the data is converted to arff format, it is prepared using WEKA for text pre-
processing, text transformation, and attribute selection. The data was then processed using 
WEKA modules to generate Tables 1 and 2. 
 

Table 1. Results using J48 Algorithm 

No. Component Result 

1.  Incorrectly Clustered  9.313% 

       2. Correctly Classified 90.687% 

       3. Number leaves 8 

       4. Size of tree 20 

       5. Time build model 1.51 seconds 
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Table 2. Results using K-Means Algorithm 

No. Component Result 

       1. Incorrectly Classified 70.333% 

       2. Iterations 2 

       3. Time building model 0.31 seconds 

 
Based on Tables 1 and 2, it can be concluded that the J48 algorithm is more accurate 

than the K-Means algorithm for classifying abstracts. However, the K-Means algorithm has a 
faster model building time of 0.31 seconds than J48 which is 1.51 seconds. 

 
4. Conclusion    
 In conclusion, the study examined the effectiveness of two classification algorithms, J48 

and K-Means The research abstracts were categorized based on their research objects, which 

include Software Engineering, Business Intelligence, System Architecture, and Information 

System. The findings reveal that the J48 algorithm outperformed the K-Means algorithm in terms 

of accuracy, achieving a percentage of 90.687%. 

 The study demonstrates the potential of text mining techniques and classification 

algorithms in analyzing large volumes of text data, particularly for categorizing research 

abstracts in specific fields. The use of WEKA software provides an effective approach to text 

mining and classification, and the findings can be applied to other research areas beyond the 

field of computer science. 

 Overall, the study highlights the importance of accurate categorization of research 

abstracts and the potential of text mining techniques to improve the efficiency of the 

categorization process. Future research in this area could explore the use of other classification 

algorithms and text mining techniques, as well as expanding the scope to include research 

abstracts from other faculties or universities. 
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